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Abstract—Constructing a propagation map from a set of scat-
tered measurements finds important applications in many areas,
such as localization, spectrum monitoring and management.
Classical interpolation-type methods have poor performance in
regions with very sparse measurements. Recent advance in matrix
completion has the potential to reconstruct a propagation map
from sparse measurements, but the spatial resolution is limited.
This paper proposes to integrate interpolation with matrix com-
pletion to exploit both the spatial correlation and the potential
low rank structure of the propagation map. The proposed
method first enriches matrix observations using interpolation,
and develops the statistics of the interpolation error based on
a local polynomial regression model. Then, two uncertainty-
aware matrix completion algorithms are developed to exploit
the interpolation error statistics. It is numerically demonstrated
that the proposed method outperforms Kriging and other state-
of-the-art schemes, and reduces the mean squared error (MSE)
of propagation map reconstruction by 10%-50% for a medium
to large number of measurements.

Index Terms—Propagation map, interpolation, matrix comple-
tion, local polynomial regression, asymptotic analysis.

I. INTRODUCTION

Sensing and reconstructing a propagation map find im-
portant applications in many areas. In source localization,
constructing the energy propagation map may help identify the
number of sources and localize the source in harsh environ-
ment [1], [2]. Constructing power spectrum maps, radio maps
or coverage maps, provides assistance in wireless network
planning, spectrum allocation, and interference management
[3]-[5]. In antenna design, the interpolation and reconstruc-
tion of near field electromagnetic provides useful insights
to understand the antenna radiation pattern which are used
in testing and examining the performance and reliability of
wireless devices [6], [7]. Applications of propagation map
reconstruction are also found in bio-medical studies [8], [9]
and environment science [10], [11].

It is challenging to reconstruct a propagation map from
a set of sparse measurements due to the lack of accurate
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models to describe the propagation map. The problem has
been studied for more than two decades, but it is still under
active research. Recently developed data-driven approaches for
propagation map reconstruction include Kriging [12], [13],
kernel based method [14]-[17], dictionary learning [8], [18],
matrix completion [19]-[22] and deep learning [23]-[26].
Kriging method predicts the signal strength at a given location
by computing a weighted average of the measured signal
strengths in the neighborhood of the location to be predicted.
The weights are obtained through minimizing the Kriging
covariance. However, the performance of the Kriging method
is sensitive with the choice of the parametric form of the semi-
variogram model in Kriging. Kernel methods [14]-[17] aim at
transforming linearly inseparable data to linearly separable one
using kernel functions as a proxy of the propagation map. For
example, the received signal strength (RSS) at each location
can be estimated using a weighted average of different radial
basis function [17] where the parameters and weights are
jointly optimized through an alternating minimization method.
Kriging and kernel based methods rely on the assumption
that the propagation map is locally smooth, and therefore,
the propagation map can be interpolated and reconstructed
using nearby measurements. It is not surprising that the
reconstruction performance will deteriorate in regions where
measurements are too sparse.

In contrast to interpolation-type methods, matrix completion
approaches try to exploit the global structure of the propaga-
tion map. Specifically, the propagation map is discretized into
grid cells and the signal strength measurements are arranged
into a sparse matrix according to the measurements locations.
The matrix is then completed using compressed sensing algo-
rithms [19]-[22]. These methods are based on the assumption
that the matrix representation of a 2D propagation map has a
low rank property. Exploiting such a global structure of the
propagation map, matrix completion methods improve the re-
construction performance in regions where measurements are
very sparse. However, these methods have poor performance
in reconstructing high resolution propagation map, because
the finer the resolution, the lower percentage of the number
of observed entries, and eventually, the matrix completion
algorithm may fail if a complete row or column of the matrix
is not observed.

Recent advance also attempts to develop deep learning
techniques for propagation map reconstruction. In [23], a deep
Gaussian Process is used to model the relationship between
RSS measurement values and their corresponding locations. In
[24], a fully convolutional deep completion autoencoder archi-
tecture is developed to learn the spatial structure of relevant



propagation phenomena, and a UNet structure is employed in
[25] for radio map reconstruction. However, these methods
require a large amount of data to train the neural network
model, and the generalization capability and analytical insights
of deep learning approaches are still not very clear.

This paper proposes to integrate spatial interpolation with
matrix completion for propagation map reconstruction. An
interpolation assisted matrix completion framework is thus
developed. Such an integration is highly non-trivial due to
the following two challenges: (1) how to integrate the two
methods such that the integrated approach works better than
both of the methods applied alone; and (2) how to optimize
the parameters for the integrated approach. Specifically, we
discretize the area of interest into grid cells and form a sparse
matrix using a windowing method, where only the grid cells
that have sufficient measurements within a radius of b will be
locally constructed via interpolation. Our preliminary results
in [27] revealed good performance of this strategy under a
handpicked parameter b. However, it was not clear how to
optimize b. The key challenge is to optimize the window size
b, which serves as a bridge between the interpolation and the
matrix completion. To achieve such a goal, we first adopt a
local polynomial regression model to estimate the selected
entries of the matrix, and then, we derive analytical results
to characterize the error of the interpolation. The window size
b can therefore be optimized to minimize the MSE of the
interpolation. Finally, we develop two new matrix completion
approaches to construct the propagation map by leveraging the
knowledge of uncertainty from the local interpolation step at
the previous stage.

Our experiments found that by combining interpolation
with matrix completion, the accuracy of propagation map
reconstruction is substantially improved. Specifically, the re-
construction MSE can be reduced by 10%-50% from Kriging
and other state-of-the-art schemes for a medium to large
number of measurements, which translates to a saving of
nearly half of the sensor measurements to achieve the same
MSE. We demonstrate the application of the reconstructed
propagation map to RSS-based source localization, where the
root mean squared error (RMSE) of localization is reduced by
more than 50% from a weighted centroid localization (WCL)
[28] baseline.

To summarize, the following contributions are made:

o We develop a windowing-based integrated interpolation
and matrix completion framework for propagation map
reconstruction, where the window size balances the con-
tribution between the interpolation and the matrix com-
pletion.

o Based on two local polynomial regression models, we
analyze the moments and the asymptotic distribution
of the interpolation error. In addition, we develop a
minimum MSE approach for adjusting the window size
to optimize the integrated interpolation and matrix com-
pletion framework.

e« We develop two uncertainty-aware matrix completion
methods to integrate the construction from the local inter-
polation. Our numerical results reveal that the proposed
integrated approaches beat the conventional ones with

substantial improvement in the accuracy of propagation
map reconstruction.

The rest of the paper is organized as follows. Section II
establishes the propagation reconstruction model. Section III
develops a local polynomial regression method to construct a
sparse matrix, analyzes the interpolation error and proposes the
window size selection approach. Section IV numerically ver-
ifies the low rank property and proposes the uncertain-aware
matrix completion scheme. Numerical results are presented in
Section V and conclusion is given in Section VI.

Notation: Vectors are written as bold italic letters = and
matrices as bold capital italic letters X . For a matrix X, X,
denotes the entry in the ith row and jth column of X. The
notation ¢;; denotes the center location of the (¢, j)th grid,
o(x) means lim,_,qo(x)/x — 0, O(x) means |O(z)|/x < C,
for all x > x¢ with C' and z( are positive real numbers,
diag(X) represents a column vector whose entries are the
diagonal elements of matrix X, and diag(x) represents a
diagonal matrix whose diagonal elements are the entries of
vector x. Symbol E{-} and V{-} denote expectation and
variance separately.

II. SYSTEM MODEL
A. Reconstruction Model

Consider a propagation field that is excited by S sources
located at s, € D, k = 1,2,...,85, in an area D C R2.
The signal emitted from the sources is detected by M sensors
with known locations z,, € R%2, m = 1,2,..., M, randomly
deployed in D. The propagation map to be reconstructed is
modeled as

L

z€D (1)

M

p(2) gr(d(sk, 2)) + ()

k=1
where d(s,z) = ||s — z||2 describes the distance between a
source at s and a sensor at z, gi(d) describes the propagation
function from the kth source in terms of the propagation
distance d, and the term ((z) is a random component that
captures the shadowing which is assumed to have spatial
correlations.
The strength of the signal received by the mth sensor is
given by
Tm = P(Zm) +em 2

where €, is a random variable with zero mean and variance o2

to model the measurement noise. The goal of this paper is to
reconstruct p(z) based on M RSS measurements {(Z,, Ym)}-

For a given spatial resolution N x N for the propagation
map reconstruction, we consider to discretize the target area
D into N rows and N columns that results in N2 grid cells.
Let ¢;; € D be the center location of the (¢, j)th grid cell, and
H be a matrix representation of the propagation map p(z),
where the (4, j)th entry is defined as H;; = p(c;;). As a result,
the objective is to estimate a matrix H based on the M RSS
measurements, such that the squared error |H — H||% =
Zi,j(Hij — p(e;j))? is as low as possible.

We shall highlight that the parametric forms of the propaga-
tion models gy (d) are unknown, except that g, (d) are believed



to be smooth and decrease in distance d. Thus, model (1) tends
to have a low rank structure. The intuition is that the path
gain is usually dominated by the propagation distance d(s, z)
between the source location s and the measurement location
z, and hence, there is a hidden homogeneity in all directions
from s. In addition, the statistics of the shadowing ((z) is
also unknown. Therefore, classical parametric methods fail
to apply here. On the other hand, conventional interpolation-
based approaches fail to exploit the global structure of g (d).
For example, gy (d(sk, z1)) may equal to gi(d(sk, z2)) despite
z1 and z; being possibly far apart if the distances are equal,
ie, d(sg,z1) = d(sg,z2). Such a property implies that
local interpolation approaches are strictly sub-optimal, and
one should connect the entire set of measurements to improve
propagation map reconstruction at a global scale.

B. Interpolation Assisted Matrix Completion

Denote H*®) ¢ RN*N a5 the propagation matrix asso-
ciated with the kth source, with the (7, j)th entry given by
Hl(];) = gi(d(sk,cij)). Then, H = Zi:l H® 1 ¢. As
will be numerically evaluated in Section IV-A, Zizl H®
is likely to be low rank, and so is Zle H®) 4 ¢ due to the
spatial correlation. As a result, propagation map reconstruction
naturally leads to a sparse matrix completion problem.

1) Constructing a Sparse Observation Matrix H: A
straight-forward approach to form a sparse matrix is to assign
the measurement -y, to I:Iij if the mth sensor z,, locates
in the (¢,7)th grid centered at c;; and is the closest one
to c¢;;. However, the number of measurements M could be
substantially smaller than the number of grid cells N2 under
high resolution reconstruction, resulting in an overly sparse
matrix that is difficult to complete. Moreover, there could be
significant discretization error since the sensor location z,,
may be away from the grid center c;;.

We propose to interpolate a subset of grid cells 2 to
enrich the observations for matrix completion. There are two
approaches. (1) Uniform sampling: we form the observation
set by sampling C'Nlog®(N) grid cells uniformly at ran-
dom, where the parameter C' can be empirically chosen to
guarantee a sufficient number of observations for ensuring the
identifiability of the matrix completion [29]. (2) Sensor-aware
sampling: we form an observation set of grid cells where
there are sufficient measurements nearby. Specifically, given
a window size parameter b and a measurement number M,
we define an observation set §2 as a subset of grids (¢, j) such
that there are at least M sensors locating within a radius of
b from the grid center ¢;j, i.e.,

M
Q={G.7): Y Wlzm - eyl <b} = Mo} (3)
m=1
where I{ A} = 1 if condition A is satisfied, and I{A} = 0
otherwise.

As a result, one only estimates H;; for (i,7) € € using the
nearby measurements as illustrated in Fig. 1. The identifiability
issue for matrix completion under the sensor-aware sampling
will be discussed in Section IV-C.

1
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Figure 1. (a) Propagation map reconstruction based on local polynomial
regression (b) Sensor measurements (colored dots) within a range of b (grey
region) from the grid center c;; are used to estimate H;;.

2) Formulating the Matrix Completion Problem: One rep-
resentative approach is the alternating least square (ALS)
algorithm [30], [31], which minimizes ||y — A(X)]2, sub-
ject to a product model X = LR for L € RN*P and
R € RPN, where y € RM is the measurement vector and
A RNXN 5 RM jg a sensing operator that maps the (i, j)th
element of the matrix X to the mth element of a vector to
be compared with y [32]. Another possibility is to minimize
the nuclear norm || X || of a matrix X subject to observation
noise | X;; — Hy;| < e. It will be shown later that these existing
approaches do not perform well, since they fail to exploit the
fact that the observed entries may have different uncertainty
according to the methods that form the matrix observations
H;;.

III. LOCAL RECONSTRUCTION VIA
POLYNOMIAL REGRESSION

It is crucial to determine the window size b in the proposed
integrated approach. Intuitively, if the observation set 2 is con-
structed by sampling uniformly at random, the reconstruction
performance mainly depends on the quality of the interpolation
for the entries in (2. The interpolation performance depends on
the parameter b as will be shown later. If {2 is constructed by a
sensor-aware approach, then for a small b, matrix completion
dominates the performance, since many of entries are missing;
and for a large b, interpolation dominates, since the local
interpolation fully constructs the matrix.

In this section, we exploit local polynomial regression' to
construct matrix observations IA{ij. Then, we derive analytical
results to characterize the construction error in terms of the
parameter b, and optimize for b.

A. Interpolation based on Local Polynomial Regression

Consider to employ a parametric model p(z;c) to locally
approximate the propagation map p(z) in the neighborhood
of c. When the area of interest around c is small enough
compared with the variation of the propagation map p(z), one
may employ a zeroth order model

pz:¢) = ale) @)

INote that, in this paper, although we derive the results based on a local
polynomial regression model for the local interpolation, the same methodology
can be extended to the integration with other interpolation methods, such as
Kriging.



or a first order model
a(e) + B (e)(z - ¢) (5)

to approximate p(z). The coefficients a(c) and 3(c) depend
on the location ¢, and can be estimated using the measure-
ments {(2,,,Ym)} obtained near c. The extension to a higher
order model is straight-forward.

Specifically, let 8 = {a(c),B(c),...} be the set of coeffi-
cients for the polynomial p(z; ¢, 8). Then, @ can be estimated
using distance-weighted least-squares regression:

mlnlmlze Z p(zm; c, 0)) (Zmb— C) (6)

where b is the window parameter as introduced in (3) and
K(u) is a two dimensional kernel function that satisfies the
following conditions:

plzic) =

(1) K(u) is a non-negative, symmetric, and bounded proba-
bility density function (PDF) satisfying

/ K (w)du = / / K(u)dupdu, =1 (7)

// K(uw)Poultul? duyduy, =0 (8)

for po € {1,2} and p1, p» € {1,3}.
(i) K(u) has a compact support

C={uek’:|lull; <1} ©)
where K (u) =0 for u ¢ C.

Thus, the regression problem in (6) only considers the mea-
surements that in a radius b from ¢ and assigns a high weight if
the measurement location z,, is close to ¢, and a low weight
if z,, is far away from c. For instance, the Epanechnikov
kernel [33] K (u) = max{0, 2(1 — ||u||?)} and the truncated
Gaussian kernel K(u) = 175:/6ﬂexp(f\|u|\2/2)]I{||u\|2 <1}
satisfy the above conditions.

As a result, for a given location ¢, the local parameter &(c)
under a zeroth order model is found as the solution to

M
s 2 Zm — C
mlnlamlze mgzl (’y c ) K < b ) (10)

whereas, the local parameter (&(c), 3(c)) under a first order
model is found as the solution to
~e)K (Zmb_c>'

mlnlmlze Z
(11

There exists closed-form solutions.

)=B(c)(zm

Proposition 1 (Interpolation). Given a location ¢, the solution
to (10) under the zeroth order model is given by

M M
= (Z wm<c>wm> /> wale)

m=1

12)

where wp,(¢) = K((zm —
the mth measurement.

c)/b) denotes the kernel weight for

The solution to (11) under the first order model is given by

[ a(e) } — (DWD") ' DW~ (13)

B(e)

where v 2 (1,72, )"
surements, W = diag{(w(c),wz(c),- -

- 1T

o-| 5]
in which 1 is a vector of all 1’s and D is a 2 x M matrix
with the mth column given by z,, — c.

is a vector form of the mea-
,wa(e)}, and

Proof. Note that the problems (10) and (11) are unconstrained
quadratic optimization problems and can be easily verified
to be convex. Thus, the solution can be obtained by re-
arranging the objective into a matrix-vector form and setting
the derivative to zero [33], [34]. O

As a result, to construct the (i,)th observation H;; at the
grid centered at c;;, one can first construct a local model
p(z;¢;;) at location c¢;;. Then, ﬁij can be estimated from
p(z = cij;¢;5) = afe;;) for both zeroth order and first
order models. From the solution (10) for the zeroth order
model, H;; = (3, Wm(€ij)Ym) / 2., Wm(ci;) is simply the
distance-weighted strength ~,,, from the measurements around
the grid center c;;. For the first order model, Hij = &(c;;) as
given in (13) with setting ¢ = c;;.

B. The Error of Interpolation

An unsolved yet important issue is the choice of the window
parameter b in the estimation problem (6). Intuitively, the
zeroth order model is easy to estimate as it has just one
parameter, but it has poor inference capability away from c,
and as a result, it may only work well in a small local area
under a small window size b where the propagation map p(z)
varies slowly. On the other hand, a higher order model may
have less bias to infer p(z) away from ¢, but it requires a lot
more measurement data as it has more parameters, and thus,
it prefers a large b to include more measurements.

Recall the interpolation error &; 2 H,;;j — p(ci;), and
Hij = &(¢;;) which can be computed using (12) or (13) given
the center location c;; of the (4, j)th grid. In the following,
unless specifically pointed out, we take all the expectation
and variance over the random measurement noise €,, given
the sensor locations z,,. Assume that p(z) is second order
differentiable. For a fixed sensor deployment z1, 22, ..., 2/,
the bias E{¢;;} and variance V{¢;;} of the interpolation error
for flij can be derived and summarized in the following
theorem.

Theorem 1 (Error under zeroth order model). For the zeroth
order model,

M

E{&;} = Vplci))" (2m — €ij) Wm(cij) +o(b)  (14)
m];l

Vit =) wnley)o’ (15)
m=1



where @y, (¢ij) 2 wm(eij)/ S0, wi(ei;) is the normalized
weight for the mth measurement, and Vp(c;;) is the derivative
of the propagation map p(z) at location z = ¢;;. The term
o(b) represents a residual and it satisfies o(b)/b — 0 as b — 0.

Proof. See Appendix A. O

For the result under the first order model, denote D;; as
a 2 x M matrix to capture the direction from the grid center
c;; to the sensor location z,,, and the mth column of D;; is
defined as z,, —c;;. In addltlon define a direction matrix with

offsets as D =[1 DT ]

Theorem 2 (Error under first order model). For the first order
model,

1 .
E{fz]} = 5 |: D”WZ]dlag{D,LTj‘I’UDU}} (1.1) 0<b2)

(16)
V{¢,} = o [ (D Wi, WTDT)W L L 0D

where WZJ = D” WUDU, the operation [A](; 1) returns the
(1,1)th entry of a matrix A, and ¥;; = V?p(c;;) is the
Hessian matrix of p(z) at point ¢;;. The term o(b?) represents
a residual and it satisfies o(b?)/b* — 0 as b — 0.

Proof. See Appendix B. O

As seen from Theorems 1 and 2, the bias E{¢;;} depends on
the variation of the propagation map p(z). Specifically, under
the zeroth order model, the slope Vp(c;;) of the propagation
map contributes to the bias. It follows that, for ¢;; far away
from any source, the bias E{¢;;} tends to be small because
both p(c;;) and Vp(c;;) are small for typical propagation
maps. On the other hand, when c;; locates in the area where
the slope Vp(c;;) is large, the bias E{¢;;} will be large,
and thus, the zeroth order interpolation may perform poorly.
Under the first order model, the bias E{¢;;} is not affected
by the slope but by the curvature of the propagation map, i.e.,
V2p(cij).

A bias-variance trade-off due to the window size parameter
b can be observed. First, it is not surprising to find that the
absolute bias |E{¢;;}| increases for large window size b, if
one numerically evaluates the expressions in (14) and (16).
This is because the estimator H}j tends to fit to the structure
of a larger area, but the local parametric model p(z;c) is
accurate only for a small area around c. Second, by contrast,
the variance decreases as b increases, which can be verified
by numerically evaluating the variance expressions in (15) and
(17). The reason is that a large window size b can include more
sensor measurements, and thus, the measurement noise in (2)
can be suppressed.

C. Asymptotic Analysis of the Interpolation Error

To explicitly analyze the bias and variance trade off, we
derive the asymptotic distribution of the interpolation error
&;; under the regime of large number of sensors.

Define f(z) as the density function of the sensors deployed
at location z. Assume that f(z) is second order differentiable
and the sensors are independent and identically distributed

(ii.d.) according to f(z). Moreover, assume that the prop-
agation function p(z) is third order differentiable. We have
the following results on the asymptotic distribution of the
interpolation error &;;.

Theorem 3 (Asymptotic interpolation error I). For a small
enough b, the interpolation error &;; under the zeroth order
interpolation (12) converges as

o (e

as M — oo, where L means convergence in probability, and
the centered error &;; = &;; — E{&;;} converges as

_ C02

\% Mb2§ij i N(O, 170- + 0(b)>
fleis)

as M — oo, where % means convergence in distribution,

af(cw) ap(cw) 8f(cij) ap(cij)
Ouy, Ouy Ouy Ouy

0 plcij) + 82/)((31']’)
ou2 ou

Co = [u2K(u)duy, and Cy = [ K(u)*du.
Proof. See Appendix C. O

1
i 5192(%-)) Yob?)  (18)

19)

V1(eij) =

Va(cij) =

Following a similar technique as illustrated in Appendix C,
we obtain the following result on the interpolation error ;;
under the first order interpolation (13).

Theorem 4 (Asymptotic interpolation error II). For a small
enough b, the interpolation error &;; under the first order
interpolation (13) converges as

1
& o 55200192(015) + o(b?)

as M — oo, and the centered error &;; = &;;
converges as

VaIpg; 4 N (o,

— E{&;}

as M — oo.

Proof. Omitted. The result is obtained following the same
derivation as [35, Theorem 2.1] in a straight-forward way. [

As a result from Theorems 3 and 4, if one chooses the
window size b according to M as b = M P, then the bias
asymptotically converges to 0 at a rate CoM 2P, where the
coefficient C depends on the choice of interpolation methods
(e.g., (122) and (13)), and the variance converges to 0 at a
rate fczl" M~(=2p) which is identical for both interpolation
methods. In partlcular under p = 1/6, the MSE, which equals
to the squared-bias plus the variance, converges to 0 at a fast
rate, where both the squared-bias and the variance terms scale
as O(M~2/3),

In addition, we discover some useful analytical insights
from Theorems 3 and 4 as follows.

Advantage provided by the first order method: The advan-
tage of the first order method over the zeroth order counterpart



is observed from the bias of the estimator. Specifically, the
first term in the bias coefficient ¥; (c;;) under the zeroth order
method disappears in the bias under the first order interpolation
method. As a result, the first order method is less affected by
the sensor distribution f(z). For example, under non-uniform
sensor distribution, the term in 94 (cij) yields a non-zero bias,
but such a bias does not appear in Theorem 4 under the first
order method.

Impact from the sensor distribution and the propagation
map: The bias of the estimator depends on the sensor distri-
bution f(c;;) under the zeroth order method but not for the
first order method. The bias of both zeroth and first order
method tend to be larger in the area where the propagation
function is with larger curvature 0%p(c;;)/0u2, 8°p(ci;)/Ous.
In addition, the bias under the zeroth order method also
depends on the gradient of the sensor density f(z). The
analytical result matches with the intuition that more sensors
are generally required in the region where the propagation map
has larger variation.

Intuition on the variance: The variance of the interpolation
error is not sensitive to model complexity as it remains the
same for both zeroth order method and first order method.
The variance is inversely proportional to Mb? f(c;;) which
represents the number of sensors within the window centered
at point ¢;; with radius b. This implies that for the area with
dense measurements, the interpolation error of that area tends
to have small variance.

The bias and variance trade off: It is observed from the re-
sults of Theorem 3 and Theorem 4 that the bias is proportional
to the square of the window size b but the variance is inversely
proportional to the square of b. This implies that there might
exist an optimal window size b, thus the MSE of the estimator
p attains smallest.

D. Window Size Optimization

Here, we explore two methods to optimize b.

1) Leave One Out cross validation: A natural way to
choose b is to employ the Leave One Out cross validation
[36]. The method minimizes the MSE of the interpolation by
solving

M
. 1 R 2
m1n1gmze Vi Z (’Ym - p—m(zm)) (20

m=1

where p_,,(z.,) is obtained in the same way as p(z,,) in (6)
based on the M — 1 samples from {(zj,'yj)};il that exclude
the mth one.

However, Leave One Out cross validation is computationally
expensive when the data set is big with large M as it requires
fitting the model p_,, M times. Moreover, the estimated
minimizer b obtained from (20) is mismatched with the true
minimizer on window size as shown in Fig. 2. The possible
reason is that, the mth sensor plays the most significant role to
predict 7y, at location z,,, but the mth sensor is excluded from
estimating p_,(2z.,) in the Leave One Out cross validation.

2) Analytical minimum MSE method: We propose to op-
timize the window size b by minimizing the MSE of the
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Figure 2. (a) The MSE of the propagation map reconstruction and the

analytical MSE of the interpolation based on (21); the minimizers b are
matched; (b) The MSE of the propagation map reconstruction and the cost
from cross validation based on (20); the minimizers b are mismatched.

interpolation using the analytical results from Theorems 1 and
2. The problem is formulated as follows:

Z W+ v

(1,] )EQ

mlmmlze 20

where (2 is defined in (3) which depends on b, and ;; and v;;
are respectively the bias and variance derived from Theorems
1 and 2. Specifically, u;; and v;; are given as follows:

o Under the zeroth order interpolation (12)

M
Hij = Z IBT(Cij)(zm - Cij)wm (22)
m=1

Z 2 (¢cij)o (23)

m=1

where ,3(07]) is the gradient estimated from (11).
o Under the first order interpolation (13)
1l 1 . )

Wij = 5 |:le 1D23m]dlag{DZ]‘I,1]D1]}j| (11 (24)

vy = W (D Wy WD) Willay (25
where W is the estimated Hessian obtained from solving
problem (6) under a second order model.

In addition, the parameter M, in (3) can be specified as
My = 4 for the zeroth order interpolation method, since
there are 3 parameters to estimate including & and the gra-
dient ,é'(cij) for evaluating (22) and (23), and we need one
additional measurement since the support of the kernel in
(9) has a radius of b and the measurement on the edge of
the window will receive a zero weight. Similarly, we may
configure My = 7 for the first order interpolation, since there
are 6 parameters to estimate for (24) and (25).

Fig. 2 shows a numerical example on the MSE of propa-
gation map reconstruction under various choices of window
size b. In the experiment, we use the same propagation model
as in Section V. The dimension is N = 30 and the number
of sensors is M = 400. The MSE of the propagation map
reconstruction is calculated through 1/N?||H — H||%, where
||| represents Frobenius norm, and H is the reconstructed
propagation map based on solving the matrix completion
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Figure 3. Percentage of the sum of the first X' dominant singular values over
the sum of all singular values for a 100 by 100 propagation matrix.

problem (26) in which the ﬁij is constructed from the local
interpolation and Z;; is the uncertainty interval based on
the local interpolation error. More details to be discussed in
Section IV. The p;; and v;; are calculated according to (24)
and (25). Fig. 2 (a) shows the reconstruction MSE of matrix
completion and the analytical MSE derived in (21) in terms of
b. It is observed that the minimizers b of both curves are close.
Fig. 2 (b) shows the reconstruction MSE of matrix completion
and the MSE in (20) from cross validation. It is observed
that the minimizers are significantly mismatched, confirming
that the proposed analytical minimum MSE method works
better in optimizing the window size b. A slight adjustment of
window size b in a £0.1 range may lead to 20% performance
difference. It is thus critical to optimize b.

IV. GLOBAL RECONSTRUCTION VIA
MATRIX COMPLETION

In this section, we study matrix completion methods for
propagation map reconstruction that exploits the global struc-
ture of the propagation map. We first numerically verify the
low rank property of a propagation map, and then, we develop
uncertainty-aware matrix completion methods that exploit the
uncertainty from the local reconstruction.

A. The Low Rank Property

It is believed that the matrix representation of the propa-
gation map as constructed in Section II-B is likely low rank.
The intuition is as follows: First, a propagation map tends
to have a unimodal structure where the longer the distance
away from the source, the smaller the RSS; second, there
is usually significant spatial correlation and hence p(z) is
smooth, leading to the low rankness.

One special example to understand the low rank property is
the exponential 2-D propagation map given by g(d(s, z)) =
e=?/7 over z = (z,y), which can be decomposed as the
product of two 1-D functions g(d(s, z)) = u(z)v(y). This is
due to the fact that d(s,2)% = (z — 51.1)? + (y — s1.2)? and

e~ (@ Hv)/0 = =*/0e=v*/7 — y(2)v(y). As a result, the
matrix representation of the propagation map can be written
as the outer product of two vectors H = wuwv!, indicating
that H € RV*N is always rank-1 regardless of the matrix
dimension V.

To numerically study the rank property of more propagation
maps, we select four common forms of propagation models
and pick the parameters that maximize the rank of the prop-
agation matrix H using a brute force search. The resulting
models are listed as follows:

@) g(d)=ad?, =22, h=0.09

(b) g(d) = aexp(—d?), B =1.8, h=0.05

(©) g(d) =a— B xlogyyd, f=1.8, h=0.01

(d) g(d)=ad 781 B=28, vy=15 h=0.01

where d = /22 + y? + h? represents the distance from the
source at the origin, (x,y) is the coordinate of the grid cell, h
is the elevation, and the parameters « are selected to normalize
the total energy in the area. Note that models (a), (b) and
(c) correspond to energy in linear scale, exponential scale,
and log-scale, respectively, in radio propagation; in addition,
model (d) corresponds to a model for underwater acoustic
propagation [37]. The shadowing component is with the same
setting as in Section V.

Fig. 3 shows the percentage of the sum of the first K
dominant singular values over the sum of all singular values
A; for N = 100. It clearly demonstrates the low rank property,
where 5 dominant eigen-mode combined already reconstruct
over 95% energy of the propagation map for the single source
scenario, S = 1. For the scenario where S = 10 sources are
randomly placed in the area and each source emits signal with
the power randomly generated from an exponential distribution
with the rate parameter x = 1, it is observed that there is still a
low rank property for the aggregated propagation map, and the
rank increases much slower than the increasing of the number
of sources.

B. Uncertainty-aware Matrix Completion

The remaining challenge is to design new matrix completion
methods that exploit the knowledge that the observed entries
may have different uncertainty according to the local interpo-
lation. We explore two uncertainty-aware matrix completion
formulations to demonstrate the core idea.

1) Nuclear norm minimization with trust region (NNM-t):
We introduce trust regions in the following nuclear norm
minimization problem to exploit the local uncertainty in matrix
completion

minimize || X«

XE]RNXN

R (26)
subject to  X;; — H;; € T,;, v(i,j) € Q

where Z;; is the interval to specify the trust region of the
estimate H, 4; obtained from the local reconstruction in Section
III, and €2 is defined in (3).

The trust region Z;; for the estimation flij in (26) can be
constructed using Theorems 1-4. Specifically, Theorems 3 and
4 suggest that the interpolation error §;; = H ij—p(cij) asymp-
totically follows a Gaussian distribution, where the mean ju;;



Algorithm 1 Propagation map reconstruction under NNM-t

Initialize M, N, ., Y, 05 bmin, bmax and interpolation order
T.
1) Distance-weighted least-squares regression: Solving (6)
with (r + 1)th order model.
2) Bias and variance approximation: fi;; and v;;.
a) If r = 0, approximate (14), (15) with (22), (23).
b) If r = 1, approximate (16), (17) with (24), (25).
3) Optimize b: Find the minimizer b of (21) subject to
bmin S b S bmax'
4) Estimate ﬁij. Solving (6) to get &(c;;) and IA{ij =

&(Cij).
a) If r =0,
R M M
Hi; = ( > wm(Cz‘j)%n)/ > wm(ei).
m=1 m=1
b) If r=1,

Hij = {(DijWijD;)_lDw‘Wiﬂ}(l b
5) Repeat step 1.
6) Confidence interval Z;; construction: Z;; = (,uij +
1
11— g)ylf‘}).
7) Nuclear norm matrix completion. Get the recovered
matrix H through solving (26).

and variance 1/2-2]- can be practically computed via (22)—(25).
Then, using Gaussian approximation, the trust region Z;; with
a (1 —9)-confident level, i.e., P{H;; — p(ci;) € Z;;} =1-19,

can be approximately constructed as

Ty = (g £ o' (1- g)uij) 27)

where ®(x) is the cumulative distribution function of the stan-
dard Gaussian distribution, and the notation (a+b) represents
an interval (a — b, a 4+ b). The overall steps can be referred to
Algorithm 1.

2) Weighted ALS (wALS): We design a wALS formulation
to exploit the uncertainty of the observation based on the
conventional ALS algorithm developed in [31]. We propose
to assign weights, which are inversely proportional to the
standard variance of the interpolation error, to the matrix
observation. The weights w are chosen with the intuition that
the estimate with smaller variance is believed to have higher
accuracy and thus plays a more significant role in the matrix
completion problem.

Let M’ = |Q2| be the number of observed entries via local
reconstruction from interpolation. For the nth element in 2
that corresponds to the (i, j)th entry of the matrix, construct
an observation y,, = Hij — M5, and construct a weight w,, =
vi;' Let A: RNXN 5 RM " be a sensing operator that maps
the (4, j)th element of a matrix X to the corresponding nth
element of the vector y. The wALS problem is formulated as
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Figure 4. Reconstruction MSE for S = 1 and N = 30. The uncertainty-
aware scheme works.

follows o
r}}‘g;{)@lzwe lwo (y — A(X))|l2
subjectto X = LR (28)
L e RVXP
R e RPN

where ‘o’ means element-wise product.

To numerically evaluate the performance of the proposed
uncertainty-aware matrix completion algorithms with their
conventional counterparts, consider the same experiment con-
figuration in Section V with number of sources S = 1,
number of measurements M = 40 — 200 for reconstructing a
propagation map with resolution N = 30. For a conventional
NNM scheme, it solves a similar NNM problem except that
it replaces the constraint in (26) with |X;; — ﬁij| < €, where
€ = 2/M is the best parameter we found via cross validation.
For a conventional ALS, the weighting vector w in (28) is
1. For the proposed methods, the confident level parameter
6 = 0.05 is chosen for the NNM-t method, and the rank
parameter p = 1 is chosen for both wALS and the conventional
ALS. Fig. 4 compares the MSE in propagation map reconstruc-
tion under different matrix completion algorithms. The results
demonstrate that both of the proposed NNM-t and wALS
methods outperform their conventional counterparts, which
only exploit the local reconstruction Hij from Section III, but
not the bias and variance derived from our analysis. The results
confirm the advantage of explicitly exploiting the observation
uncertainty for enhancing the reconstruction performance.

C. Identifiability of the Matrix Completion

Recall that under the sensor-aware approach, the observation
set € is formed according to the deterministic sensor deploy-
ment {z,,} and the windows size parameter b. Thus, it is
important to understand whether the matrix is completable
based on (2. Although establishing a rigorous approach to
determining the best observation pattern of H with both the
interpolation performance and the identifiability conditions



[38]-[40] taken into account still remains an open question
that goes beyond the scope of this paper, we have obtained
the following insights with a simple strategy to guarantee the
identifiability for matrix completion with high probability.

First, it is found that, for uniformly random sensor deploy-
ment, the proposed scheme tends to naturally meet the identifi-
ability conditions required by the low rank matrix completion
[38]-[41]. For sensor-aware deployment, our observations are
as follows. For a moderate to large M, recall that a subset of
entries I:I,»j with M, measurements within a window size b
are constructed via interpolation, where M, was chosen based
on the identifiability of the local polynomial regression model,
and b was optimized such that the interpolated error for I;Qj
is minimized. This step naturally forms a large number of
observations ﬁij, and such a phenomenon is consistent with
the identifiability condition of low rank matrix completion as
observed from our experiments. For a small M, the window
size optimization tends to select a large window size b to meet
the identifiability condition of the local polynomial regression
model (see Section III-D), and meanwhile, a large b is also
needed for reducing the local interpolation error. As a result,
a large number of observed entries are constructed from the
interpolation under a large window size b; this, again, is
consistent with the identifiability condition as observed from
our experiments.

Then, following the above insight, we introduce a simple
strategy in our implementation to guarantee the identifiability
for matrix completion with high probability. Specifically, we
introduce a constraint by, < b < byax in (21) to control the
window size parameter b, where b, is chosen such that the
number of elements in the observation set {2 formed in (3)
is no fewer that wN?2, where w is a target sampling ratio
which is typically chosen to meet the asymptotic scaling rule
wN? > CN log2(N ) [29] with a sufficiently large parameter
C to guarantee sufficient observations for small to medium V.
In addition, after obtaining b from solving (21), we adopt a
simple identifiability check for the observation set €2, where
we require each row and each column of the sparse observation
matrix H has at least one entry in €. If such a criterion is not
satisfied, then b is repeatedly increased by 20% until such a
criterion is met. We have observed that, following this strategy,
the proposed matrix completion is robust for small to large M.

D. Complexity

The computation of the interpolation assisted matrix com-
pletion method consists of two parts. First, the interpolation
step has a computational complexity O(M?2wN?) as M is
the number of measurements and N represents the resolution
of the reconstructed map. Here, w < 1 is the interpolation
rate, since only a subset of grid points are constructed by
the interpolation, and moreover, the interpolation of each grid
point requires only a subset of M measurements nearby. More
specifically, if a uniform sampling approach is adopted to
form Q as discussed in Section II-B, then only C'Nlog*(N)
grid cells are needed to be constructed. As such, w can be
upper bounded by C'Nlog?(N)/N?, and the complexity of
the interpolation step is O(M?Nlog*(N)).
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Figure 5. Reconstruction MSE for S = 1 and N = 30. Zeroth order
interpolation performs better for a small number sensors, whereas, first order
method prefers more sensors.

Second, for the NNM-t approach, the matrix completion
step has complexity O(CN log®(2N)), where C' is a constant
that captures the incoherence of the matrix and the accuracy
requirement of the matrix completion algorithm [42]. Thus,
the total complexity of the NNM-t method is O(M?3wN? +
CNlog®(2N)). In particular, under uniform sampling, the
total complexity can be simplified to O(M?Nlog?(N)) for
large N and M.

To benchmark, Kriging has a computational complexity of
O(M3N?) for constructing N? points [43], because, first,
Kriging needs to learn a semi-variogram, and second, Kriging
requires to use all the M measurements to reconstruct every
points. A numerical comparison on the computational time is
reported in Table I.

V. NUMERICAL RESULTS

We adopt model (1) to simulate the propagation map in
an L x L area for L = 2 kilometers, where gi(d) =
Ppd=YP A(f)~4, with parameter A(f) = 0.8, corresponding
to an empirical energy field of underwater acoustic signal
at frequency f = 5 kHz [37], [44], d = /2?2 +y2 + h?
represents the distance from the source, (z,y) is the co-
ordinate, h = 400 meters is the depth of interest for a
multiple source scenario we test later, and ~ = 1 kilometers
is for a single source scenario. The parameter P follows
an independent exponential distribution with rate parameter
k = 1 to model the power emitted from source k. The
shadowing component in log-scale log;,{ is modeled using
a Gaussian process with zero mean and auto-correlation func-
tion E{log,C(2:)log,0C(2;)} = o2exp(—||z: — z||2/d.), in
which d. = 200 meters, ag = 1. The sensors are randomly
and independently distributed in the area following a uniform
distribution. The measurement model in (2) is adopted, where
the measurement noise € is modeled as a zero mean Gaussian
random variable with standard deviation o = 0.02.
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Figure 6. Performance under different shadowing parameters.

The MSE of the reconstructed propagation map is em-
ployed for performance evaluation, which is calculated through
1/N2?||H — H||% as stated in Section I1I-D2.

The proposed interpolation assisted matrix completion is
implemented following Algorithm 1 under My, = 7 and
confident level parameter § = 0.05 as explained in Sections
III-D and IV-B2, respectively. We evaluate two versions of
implementation of the proposed scheme. Scheme 1) NNM-t:
The observation set () is constructed using uniformly random
sampling with C' = 1.6 as described in Section II-B, and
bmax = 0.35L to guarantee that the interpolation only focuses
on a local area. To circumvent the possible singularity issue
of estimating the interpolation parameters via computing (24)
and (25) for a too small b, where b serves as the kernel
parameter in (6), we lower bound the kernel parameter as
b = max{b, bffl’iil)} for each specific entry (i,7) € €2, where
bfﬁl’if]) is the minimum radius from the grid center ¢;; to include
My sensor measurements. Scheme 2) NNM-t (adaptive): The
observation set €2 is constructed using sensor-aware sampling
with an optimized b via solving (21), where the parameter of
identifiability check is set as C' = 2.5.2 In addition, for each
grid cell, we optimize an individual window size b;; by solving
(21) while dropping the summation. The observation ﬁij and
the confident interval Z;; are computed based on b;;.

The performance is compared with the following baselines
that are recently developed or adopted in related literature.
Baseline 1: Kriging method [12], [45], the propagation map
is reconstructed by Universal Kriging p(c) = 7(e) + €(e),
where 1(c) is the interpolated deterministic part, and €(c)
is the interpolated residual which can be estimated with
an Ordinary Kriging method. Baseline 2: k-nearest neighbor
local polynomial interpolation (k-LP) [46], a first order local
polynomial regression method is used to estimate the RSS

>The parameter C = 1.6 and 2.5 correspond to 60% and over 90%
observation ratio, respectively, at matrix dimension N = 30. Hence, the
NNM-t (adaptive) scheme requires high complexity in the interpolation step.
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Figure 7. Reconstruction MSE for S = 3 and N = 30.

using k nearest measurements, where k is chosen through cross
validation. Baseline 3: On-grid low rank matrix completion
(On-grid LRMC) [38], based on the sensor topology, we first
form a refined on-grid measurement set as follows: if there is
a sensor in a grid cell, we re-sample the grid cell by sampling
at the grid center, and hence, there will be no discretization
error. Note that since this approach is not practical in real
life, this scheme is for performance benchmarking only. Then,
the matrix is completed by solving a conventional NNM
problem. Baseline 4: Thin plate spline (TPS) [47], a thin plate
spline method is used to construct p(c) from the scattered
measurements {2, Ym }-

A. Zeroth Order or First Order Interpolation

We evaluate the performance of the proposed schemes
over different interpolation models under different number of
measurement samples. For both NNM-t and wALS schemes,
the zeroth order interpolation (12) and first order interpolation
(13) are used to construct fl,-j. In a single source propagation
map, S = 1, and for N = 30, Fig. 5 shows that when there are
only a few measurements, the methods based on zeroth order
interpolation attain a smaller MSE than their counterparts
based on first order models. This is because zeroth order
models have less parameters to estimate. On the other hand,
for medium to large number of measurements, methods based
on first order interpolation perform better, because first order
interpolation can substantially eliminate the bias in the local
interpolation as revealed in our asymptotic analysis stated in
Theorems 3 and 4.

B. Performance under Different Shadowing Parameters

We quantify the propagation map reconstruction perfor-
mance of the proposed schemes under different shadowing pa-
rameters. The simulations are performed under d. = {50, 200}
meters and 02 = {1,9} separately with the baselines are
Universal Kriging and k-LP. The experiment results shown
in Fig. 6 reveal that the increasing of shadowing variance
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decreases the performance of all baselines. The larger the
correlation distance, the better the performance.

C. Performance under Different Measurements

We quantify the propagation map reconstruction perfor-
mance of the proposed schemes under different number of
measurements M = 40 — 400 with fixed resolution N = 30
and number of sources S = 3.

Fig. 7 demonstrates the reconstruction MSE versus the
number of sensors M. A visual plot of a realization of the
propagation field, sampling pattern, and the reconstruction
results under M = 200 are demonstrated in Fig. 8. It
is observed that the proposed NNM-t method can realize
10%-50% MSE reduction from all baseline schemes under
medium to large M, which translates to a saving of roughly
1/3 of sensor measurements at a medium M. At small M,
i.e., M = 40, its performance is similar to that of the TPS
scheme. The NNM-t (adaptive) method works better than the
NNM-t method and outperforms all baseline schemes because
it optimizes the window size parameter b;; for each grid cell
in an adaptive way. The Universal Kriging and k-LP schemes
perform well at a large M, but their performance degrades at
small M, whereas, the TPS scheme works well at small M, but
suffers from substantial performance degradation at large M.
Finally, the On-grid LRMC scheme performs badly because
the number of observations M = 40-400 is substantially

smaller than the total number of entries N2 = 900 to be
recovered, and the matrix is likely non-identifiable in this
regime.

Table I summarizes the computation time based on our
implementation using Matlab. The Universal Kriging baseline
is implemented by the “mGstat” function provided in the
Geostatistical toolbox in Matlab. The NNM-t problem is
solved by CVX using an interior point method. The complexity
of k-LP and LRMC schemes is for benchmarking because they
are the building blocks of the proposed NNM-t. As observed
in Table I, the proposed method has a lower complexity than

Table 1
COMPUTATION TIME (SECONDS) AT DIFFERENT M UNDER N = 30

M 40 100 160 220 280 340 400
k-LP 039 053 079 1.19 1.64 1.85 2.05
LRMC 6.63  6.39 6.60 6.76 6.45 7.11 6.91
U-Kriging | 2.51 577 10.63 1949 2832 4037 55.76
NNM-t 826 6.10 6.67 8.57 6.72 6.98 8.73
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Figure 9. Source localization error for S = 1 and N = 30.

Universal Kriging at medium to large M as expected from our
analysis.

The gain of the proposed method over a pure interpolation
scheme can be interpreted from the following two aspects.
First, although there is shadowing, the matrix of the propaga-
tion field is still relatively low rank when choosing a large N
for the matrix dimension. In addition, the proposed NNM-
t method can dynamically adjust the windows size b such
that there will always be enough observations to guarantee
the recoverability of the matrix completion. Second, a pure
interpolation method suffers from performance loss in the
regions where measurements are locally too sparse, typically,
at the edge of the area of interest. By contrast, the proposed in-
terpolation assisted matrix completion approach can fill in the
missing values in these regions using the global information
constructed from the other part of the propagation field.

D. Application in RSS-based Source Localization

Based on the reconstructed propagation map, we demon-
strate the application of propagation map reconstruction under
NNM-t for S = 1 to RSS-based source localization. The
localization algorithm based on matrix factorization developed
in [2] is adopted. Specifically, based on the reconstructed
propagation map matrix H, the dominant singular vectors u
and v of H are computed. Then, the coordinates of the source
are estimated via peak localization of the dominant singular
vectors u and v [2].

Three baseline schemes for localization are evaluated. Base-
line 1: WCL [28], we use Swcr, = Zi\f:l Wyn Zm/ Z%Zl Wy,
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to estimate the location of the source, where w,, = v,, serves
as the weight. Baseline 2: naive method, the location of the
source is chosen as the location of the sensor with largest
measurements. Baseline 3: Fingerprinting [48], the propaga-
tion map is first constructed using the Delaunay triangulation,
and then, the location with the largest RSS in the reconstructed
propagation map is selected as the location estimate of the
source.

Fig. 9 shows the RMSE of RSS-based source localization
based on the propagation map reconstructed from the proposed
NNM-t method. The RMSE is reduced by roughly a half and
both baseline schemes require 2 times more sensors to achieve
the same localization accuracy.

E. Experiment on a Real Dataset

We extend the experiment to a real dataset [49]. In this
dataset, there are M = 166 RSS measurements for each emit-
ter. The measurements are taken in a 14 x 34 m? indoor area.
In the implementation of the proposed algorithm, the area is
divided into 1x1 m? grid cells such that the 166 measurements
are in the grid center. Among the 166 measurements, M’ = 20
— 140 measurements are randomly selected for reconstructing
the prorogation field. The results in reconstruction MSE are
reported in Fig. 10. It is shown that the proposed NNM-
t method also achieves a promising performance on a real
dataset.

VI. CONCLUSION

In this paper, an interpolation assisted matrix completion
method is proposed to reconstruct a propagation map from a
sparse set of signal strength measurements. The observation
matrix is enriched through interpolation and the bias and
variance of the interpolation method are analyzed to build
uncertainty-aware matrix completion algorithms which inte-
grate interpolation with matrix completion. Furthermore, a
minimum MSE method to optimize the window size for local
interpolation is proposed. The numerical results demonstrate
that the reconstruction MSE of the propagation map can be re-
duced by 10%-50% compared to the state-of-the-art schemes
which corresponds to a saving of nearly half of measurements

under a not-so-dense sampling. In the application of RSS-
based source localization, the RMSE of localization is reduced
by more than 50% from a WCL baseline.

APPENDIX A
PROOF OF THEOREM 1

Applying first-order Taylor’s expansion to p(z) at the neigh-
borhood of c;;, the observation model in (2) becomes

Ym = p(zm) +€em
= plei) + Vo' (cij) (zm — cij) + ol||zm — cijl]) + €m
(29)
due to the first order differentiability of p(z).
Recall that @y, (c;;) £ wm(cij)/zi]\il w;(¢;5), and there-
fore, "M_ @,,(¢;;) = 1. The expectation of the zeroth order
solution &(c;;) in (12) can be written as

E {a(cij)}
fof:l wm(cij)%n }
=K
{ Yot Wn(€ij)

M
= E{ > wm(eij)(pleij) + Vo' (cij) (zm — €i)

m=1

+ 0(||zm - Cv]”) + em)}
M
= E{ > wm(eij)(pleij) + Vo' (cij) (2m — €i)
" M
+o(||zm — Cij”))} + Z W (Ci)E{em }
m=1

= pleig) + Y wm(eiy) (Vo' (eij)(zm — €i3)) + o(b) (30)

where o(b) in the last equation is due to the fact that
o(||zm — €ij]])/b — 0 as b — 0 since we are only interested
in the (4, j)th grid such that ||z,, — ¢;;|| < b according to the
interpolation strategy.

As a result, the bias

E{&i;} = E{a(eij)} — pleij)

M
=D wmlei)(Vp'(ci)(zm — €ij)) + o(b).
m=1
For the variance of &;; = &(c;;) — p(c;;), we note that

V{&;} = V{a(c;;)} because p(c;;) is deterministic. From
(12) and (2),

M M
d(Cij) = Z ’lI}mp(Cij) + Z Wiy €m -
m=1 m=1

So. V{gis} = V{Zh, tmem ) = Sl whi(ei)o?,
since V{¢,,} = o2 from the observation model in (2). The
results in Theorem 1 are thus proven.
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Applying second order Taylor’s expansion to p(z,,) at the
neighborhood of ¢;;, we have

P (Zm) = P(Cij) + va(cij)(zm - Cij)
1
+5(zm = cij) Wij(zm — cij) + ol[lzm — €ijl|*)

€2V
where ¥;; = V?p(c;;) is the Hessian matrix of p(z) evaluated
at point c¢;;.
Denote @ £ [p(z1),---,p(za)]". Then the expression in
(31) can be rearranged into the following matrix form

p(cij)
e D { Vp(ei;)
where 7;; is a vector of the residual terms o(||z, — ¢;;][?) .
Noticing that the residual from the Taylor’s expansion scales
as ||zm — ¢;;||* with a bound ||z, — ¢;j|| < b due to the
interpolation strategy, thus we have o(||z,, — ¢;;]|*)/b* — 0
as b — 0. Therefore, 7;; ~ o(b?).
From the measurement model (2), we have v = o + €,
where € = [e1,- -, ep]T. The expectation of the first order
solution 6 = [a(cij) ﬁ(cij)]T in (13) can be written as

1.
] + §dlag{D¢Tj Wi;Dij}+ i (32)

E{0} = E{W'D;Wi;v} = W;'D;Wise  (3)

since the noise € has zero mean, where W;; = ﬁijVVijﬁiTj.
Substitute g in (33) with (32), the expectation of @ can be
rewritten as

E{0}

Ar
=W,; Di;Wi;

A e 1
y <D3"] [ P(( J)) } + §dlag{ng‘Iji]‘Dij} +rij)

~ - 1
+ W'Dy Wy (2diag{Dsz‘I’ijDij}> +o(b?).
As a result, the bias

- _ plciz)
Bles) = [E(6)} - | 20

Il
1

= _ {Wiglbijwijdiag{D;‘I’ijDij}} a

2

where the operation [A](; ;) returns the (1,1)th entry of a
matrix A. X
The variance of @ can be derived following

V{) = E{(é - ]E{é})Q}

L o 2
E { (Wingijmj’Y - WingijVVijQ) }

)

b2
3 + o(b%)

=E { (WJIDUWM(’Y - Q))g}

=F { (WiglﬁijVVije)?}

_ 2wl TAT )\ vir—1

Since 0 is deterministic, V{6 — 6} =
V{6 - 6} = >W, (Dijwijwfjbj) W,
As a result,

V{¢,) = [V{é f o}} -

=02 |\W:' (D;;W; WEDT. ) W1
oo (oot ),

{6}, therefore
T
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The observation model in (2) can be rewritten as

Ym = P(Zm) +€m
= p(eij) + (p(zm) —

From (34), we have
;M
FViT) Z wm(cij)%n
Mb =
;M
= U > wi(eij)p(ei;)
m=1
;M
D wnles) (ol
m=1
;M
+ M2 Z W (cij)e
m=1

where in the rest of the proof, the three terms in (35) are
respectively denoted as

R 1 M
fley) & s > wmlei)
m=1

which serves as an approximation of the sensor density at point

pleg) +em O

— pleij))

Zm )

(35)

(36)

Cij,
1 XM
e1(eiy) £ Mb2 Z wm(cij)(p(zm) — p(cij)) (37
m=1

which quantifies the weighted average bias of the estimate at
location ¢;;, and

1
52(Cij) £ W mzz:l = wm(cij)em (38)
which quantifies the weighted average error due to the mea-
surement noise.
Then, dividing f(c;;) on both sides of (35) and according
to the zeroth order solution (12), it yields

M
Zm:l wm<cij>7m

pleij) =
’ > et Wm(€i5)

(cij) | e2(cij)

— pley) + 29l | 2%

’ feis) feis)

which implies that the error equals to
. (cij) , e2(cij)
&= Plew) —pley) = 5 2+ == (39)
! ! ! feij) f(eij)



To analyze 1(c;;) and e3(c;;), we derive the following
lemmas.

Lemma 1. Suppose that f(z) is second order differentiable
and bounded. Then, for a sufficiently small b,

Jrte

In addition, for a function g(x) that satisfies g(bu)/b — 0 as
b — 0, uniformly for all ||u|| < 1, there is

f(oc)dx = C10* f(cij) + o (b°) .

%/K(u)g(bu f(z)du — 0
as b — 0, for all z, where C, = [ K(u)?du.
Proof. Let w = (z — ¢;;)/b. Note that [dz = [dbu =
[[ dbugdbu, = [[b*duzdu, = [ b*du. We have
/K(b%) m—w/K F(bu+ cij)du.
(40)

Consider the first order Taylor’s expansion
flbu+¢ij) = flej) + Vf(cij)Tbu + Ry (bu)

where Vf is the first order derivative of f, Ry(bu) is the
remainder term that satisfies Rf(bu)/b — 0 as b — 0
uniformly for all w with ||u|| < 1 due to the Taylor’s theorem
and the fact that f(z) is second order differentiable. Thus,

/ K (u
- / K (w)? (f(ey) + Vf(e)Tbu+ Ry (bu)) du

:f(cij)/K( du+b/K

(41)

f(bu + ¢;j)du

Vf c”) udu (42)

/ K (u Rf (bu)du (43)
=C1f(cij) +o(b) (44)
where the second term in (42) equals 0, since

J[K (u)2 (a1uy + aguy)duydu, = 0 due to (8). For (43),
since the support of K (u) is C = {u € R? : ||ul|s < 1}, we

have
/K

bupr bu‘ ’/K du‘
ueC

Rf (bu)du
45)

b

which converges to 0 because the term Ry(bu)/b uniformly
converges to 0 and the integral term is bounded.

Multiplying (44) with b? and substituting the result in (40)
confirms the result in Lemma 1. O

Define a random variable X,,, = wy,(¢;j)€em, where recall
that wy,(c;j) = K(w) Then, using Lemma 1, the
random variable X,, can be shown to have the following
property.

Lemma 2. The mean and variance of X,, are given by
E{Xm} =0 and V{Xm} = C102b f(cij) + o(b?).

Proof. Since E{e,,} = 0 and €, is independent of the term
Wiy (c;5), it follows that E{X,, } = 0.
Moreover,

= 02/K<@)2f(w)dw

= C10%V* f(c;j) + o(b*) (46)
where the last equation is from Lemma 1. O
Define a random variable Y,,, = wy,(ci;)(p(2m) — p(cij))-

We show the property of Y,,, as follows.

Lemma 3. The random variable Yy, has mean E{Y,,} =
b Co (V1 (ci) + 1 f(eij)V2(eij)) + o(b*) and its variance
satisfies V{Y,,} /b> — 0 as b — 0, where 191((3”) =
P Vo) ¢ DGO and Dy(ey) = THEN +
9%p(eiz)

du?

Proof. Let u = (x —

ci;)/b. We have
E{Y,} = /K<‘E —bcij ) (p(x) — pleiy)) f(x)de
p(ciz)) f(cij + bu)du.

_w/K
47

Consider the first order Taylor expansion of f(c;; + bu) as
(41) and the second order Taylor expansion

plcij + bu) —

1
plesj +bu) = pleij) + Vp(ei) bu+ S0 Wiju + Ry (bu).

We have

/ K(u
- /K(u) (Vp(eij)Tou + %bQuT\If”u + R, (bu))
x (f(ei) + V f(eij)"bu + Ry (bu)) du.

Recall that K (u) has a bounded support and the terms
R¢(bu)/b and R,(bw)/b* uniformly converge to 0 as b — 0
due to the Taylor expansion. Then, the terms involving Ry (bu)
and R,(bu) from expanding the product in (48) are o(b*) due
to Lemma 1. As a result, equation (48) simplifies to

p(cij +bu) — p(cij)) f(cij + bu)du

(48)

v / K(u)Vp(eij)'uVf(cy;) udu

+ bZ/K(u)uT\Ilijuf(cij)du

—0 [ ) (20, )

Ouy
(8f<cm)u + af(cij)
ou,

Ouy

uy> dugdu,



2 _
/ K(u (‘9 Peiy) 2 o0 PC), In addition, defining &; = &, — E{¢;;}. it follows that
ou? Ouz0uy N (Z}
0 C;j — (O’V m )
+ (Mui)f(cij)dumduy + o(b?) vV Mb2E;; LN _ (53)
ug f(cij)
9 0f(cij) Op(cij)  Of(ciz) Op(cij) for every c;;. Substituting the variance of X,, and Y, in
=0"Co O, O, + du,, A, Lemmas 2 and 3 to V{Z,,} in (53), the result (19) in
) Theorem 3 is obtained.
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